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ABSTRACT

The purpose of this paper is to show the details of matrix algebra, matrix factorization,
definitions of upper and lower triangular matrices with several methods such as Doolittle
method, Crout method, Choles method and examples of their application. We are aware of how
important knowledge of matrix theory is, especially for those who take mathematics in
whatever direction they study. Hence the greatest urge to write this paper with the hope that it
will be useful to all those who need it..
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1.0 INTRODUCTION

Definition 1.1. Let A be an nxm matrix and A a real number. The scalar product of A and A is
denoted by A4 and is an nxm matrix with components for each i = 1,2..n and each j =
1,2...m.

Theorem 1.2. Let A, B and C be nxm A and u real numbers. The following specifications are
valid.

a) A+B=B+A4

b) A+B)+C=A+(B+C)
) A+0=0+A4=4

d A+ (-A) =(-4A)+A4=0
e) A(A+B) =214+ B

) A+wA=214+puA

9) A(ud) = (WA

hy 1-A=4

Definition 1.3. In the form of a matrix,

aiq ai, o alTl
arq ayoy e arn
A=] . : e 2 |7 [aij ]
am1 amz e amn

is a rectangular arrangement of numbers.

The i-th row of A

[@ai1 ap ™ An],1<i<n
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alj
Azj .

: 1<j<n
am]-

Definition 1.4. A matrix with m rows and n columns is called an mxn matrix or (m, n) —matrix
for short.

and the j-th column of A

Example 1.5. The following are matrices

3
1 2 3
A=2 —2 4|, B=[1 5 -2 c=|72| and D=[0 2]
1 2 -1

Here, they are matrices of type A;3x3, B;1x3, C; 4x1 and D;2x2.

Definition 1.6. If the number of rows of the matrix is equal to the number of columns, i.e. if
m = n, we have a square matrix of order n or shorter (n) matrix.

Example 1.7.
1 2 =2 x 2 =2
A=12 5 4] and B=|2 z 4
0 -2 6 0 -2 y

for the matrices to be equal, it is necessary and sufficienttobe x =1,y = 6and z = 5.

Definition 1.8. Quadrant matrices are distinguished from diagonal matrices in which all
elements of different indices (i # j) are equal to zero.

a;; O 0 - 0
0 ax»p o - - 0
0 0 a3 -~ ° 0
0 0 0 - ° am

It is said that the elements a4, a,,, azz -*- a, lie on the main diagonal of the matrix.

Diagonal matrices in which all elements on the main diagonal are equal to each other (a;; =

a,, = 33 == Qyy,) are called scalar matrices, in particular, if a = 1, the scalar matrix is
called the unit matrix and is denoted by the letter E.
1 0 0 - - 0
[O 1 0 - - O]
E= lo o1 ° - 0‘
o 0o ° " 1
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Definition 1.9. A matrix with all elements equal to zero is called a zero matrix and is denoted

by 0.
0 0 O
0 0 0[=0
0 0 O
Definition 1.10. Two matrices A and B are equal, i.e. A = B, if they have the same elements

in the same position, i.e. they have the same number of rows and the same number of columns
with identical elements.

Example 1.11.
_ 5
2 1 |[4 2 /5 ]I
6 9= 2+4 27/q
4 7
l1/3'12 (7)- (1)

2.0 OPERATIONS WITH MATRICES

Definition 2.1. (Addition of matrices): Two matrices A = [a;;] and B = [b;;] can be added,
if they have the same number of rows and the same number of columns. In that case, the sum
matrix is C = A+ B, i.e. ¢;; = a;; + b;j,i = 1,2,...,m,j = 1,2,..,n, it is calculated so that
the corresponding elements of those matrices are added separately.

Example 2.2.
1 2 3 2 5 =3 1+2 245 34+(=3) 3 7 0
4 5 6[+[3 -2 4|=|4+4+3 5+(-2) 6+4 |=|7 3 10
7 8 9 4 1 2 7+4 8+1 9+2 11 9 11

The rule of adding two matrices is valid for any finite number of addends.

Example 2.3.
2 3 1 2+3+1 6
3|+ |1+ |1|=[3+1+1|=|5
1 2 1 1+1+1 3

The laws of commutation and association apply to the addition of matrices:
A+B=B+A
(A+B)+C=A+(B+C()

Definition 2.4. (Subtraction of matrices) The difference of two matrices A = [aij] and B =

[bl- j] of the same type (mxn) is determined by subtracting the elements of the subtrahend from
the corresponding elements of the minuemd.

Example 2.5. Determine the difference of matrices
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51 0 3 6 4

3 2 8 1 0 2

5-3 1-6 0—-4 2 -5 —4
C=A-B=|1-2 0-5 6—3]= -1 -5 3]

3—1 2-0 8-2 2 2 6

Definition 2.6. (The product of a matrix and a scalar): The product A a gives a matrix C,
the elements of which are the products of the elements of the matrix A and the scalar a.

4 6 4:4 4-6 16 24
w3 2| =|as ol <liz o]
51 4-5 4-1 20 4

Definition 2.8. (Multiplying a matrix by a matrix): The product AB of matrices A and B is
defined only for the case when the number of columns of matrix A is equal to the number of
rows of matrix B, so in the product AB the number of rows is always equal to the number of
rows in the first factor A, while the number of columns is equal to the number of columns in
the second factor B.

Example 2.7.

If the matrix A is a row-matrix

= (q,a; ...ap)

and matrix B matrix-column

b,

B = bf

by,
then it is

= [a1b1 + azbz + oo + abbn]
Example 2.9.

(12 4)[3‘:[1-2+2-3+4-S]=[28]

The number a can be multiplied by any matrix
bl b1a1 b1a2 b1a3
[bz‘ ;a; aéai l = |:b20.1 b2a2 b2a3]
bz bsa; bsa, bsas
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In the general case, we proceed as follows:

bi1 b1z
%11 Q12 Q13
AB = [a21 azz a23] [bZl bZZ]

bs; bs;
_ a11b11 + a12by1 + a13b31  aq1b1; + agabs; + a13b32]
Az1b11 + Az2b21 + ay3bsy  Gz1b1; + azybyy + agsbs;

The procedure follows by multiplying all the elements of the first row of matrix A with the
corresponding elements of the first column of matrix B and then adding these products together
to obtain the first term of the product. Proceeding in the same way with the same row of matrix
A and the longest column of matrix B, we get the second term of the product required by the
first row. We proceed in the same way with the elements of the second row of the matrix A
and the volume of the columns oft the matrix B, so we get the first and second terms of the
second row of the product AB.

The properties of matrix product are summarized in the following theorem.
Theorem 2.10.

a) A(BC) = (AB)C

b) ImB = Band BIn =B

c) A(B+D)=AB+AD

d) u(AB) = (hA)B = A(uB)

Definition 2.11.

Ifeveryj =23,...,nandeveryi =1,2,....j — 1and a;; = 0 in an nxn matrix A, the matrix
A is called lower triangular matrix.

In an nxn matrix A, if every j = 1,2,...,n—1and every i = j + 1... and a;; = 0, then the
matrix A is called upper triangular matrix.

Definition 2.12. If we fold matrix A around its main diagonal, its columns will become rows,
and its rows will become columns. This new matrix, which is called the transposed matrix with
respect to the matrix A, is denoted by A” = A. In this way (m,n) matrix A is transformed into
(n,m) matrix AT = A.

aiq ai, A1n aiq a1 vt Qma
a;1 Qoo t Qap ~ ai» aro vt Am2

A= @ m|, oar=A=|%2 % .
am1 amz e amn aln aZn o amn

Theorem 2.13

a) If we perform the transpose operation twice on the matrix A, the matrix A remains
unchanged:
ANT =4
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b) The transposed matrix of the sum of two matrices is equal to the sum of the transposed
matrices:
(A+B)T =AT + BT
c) The determinant of the matrix A is equal to the determinant of the matrix A”:

detA = A = det AT = AT.
d) The transposed matrix of the product of two matrices is equal to the product of
transposed matrices taken in reverse order:

(AB)T = BTAT
Example 2.14.
2 6 4 2 3 4
A=|[3 5 1|=A4"=|6 5 2]
4 2 3 4 1 3

Theorem 2.15. Let A and B be nxn matrices

a) If all components in any row or column of A nxn are zero then it is detA = 0
b) If the A matrix is obtained from the matrix A (E;) <)(E;) with j # i, then

detAT = detA
c) If two of A are the same, detA=0.
d) If the AT matrix is obtained from the A matrix (AE;) — (E;) by the operation
det(4T) = AdetA
e) det(AB) = det(A) det(B)

Theorem 2.16. If the matrix A is a lower triangular or an upper triangular matrix

n
det(A) = H a
i=1

we can write the linear derlin system as Ax = b

Example 2.17.
Eiixq — 2%, +2x3 =3
Ey: 21 +x, +x3=0

E3 X1+O+X3—_

RN =Rt

5 0 4][% 3
(E, + 2E,) - (E;) [2 1 1”xz]=[0]
1 0 1
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[0 0 —17[*1] 13
(E,—5E3) - (E) |2 1 1||*x|=|o0
1 0 1 1Lx3] -2
[0 0 —17[*1] 13
(E,—2E3) > (E,) |0 1 —1||x|=]4
1 0 111X -2
0 0 —-11[* [13
(B, + E3) » (E3) 0 1 —1||x2|=|4
1 0 01Xl 111
0 0 -—-11* 13
(El - Ez) il (Ez) O _1 0 xZ = 9
1 0 0 1Lx3 11

X3:_13,xZ:_9,x1:11

Another way we can follow is to add the B vector to the right of the A matrix to obtain the
A nx(n + 1) matrix.

a;; App Ain b,
= = a a -eoa b
A=[Ab]=A=|"21 722 mo-7

an1 an2 Ann bn

Let's solve the same ogre in this way.

1 0 1 -2
5 0 4 3
(E, + 2E,) - (Ey) 2 1 1 0
1 0 1 —2.
0 0 -1 13
1 0 1 —21
0 0 -1 13
1 0 0 -2
0O 0 -1 : 13
(E, + E3) > (E5) 01 -1 : 4 ]
1 0 0 : 11
0 0 -1 : 13
1 0 0 : 11

X3 =-13,x, =-9,x; =11
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Definition 2.18. A square matrix is called symmetric if its elements, which lie symmetrically
with respect to the main diagonal, are mutually equal.

A matrix is cosimetric, if its elements are symmetrically positioned with respect to the main
diagonal, equal in size and opposite in sign.

Symmetric matrix A = A and cosimetric matrix A = —A4

Definition 2.19. A square matrix A~1 is called inverse with respect to a square matrix A, if
AATt =471 =]

where | is the unit matrix.

Definition 2.20. If an A matrix does not have an inverse, the A matrix is called a singular
matrix.

Theorem 2.21. Let A and B be inverse matrices. The following specifications are valid.

Q) A H1=4

b) (AB)=B~1A~!
) ANT=@h"

d Ax=b->x=A4"1b

The procedure for calculating the inverse matrices:

1) We calculate for the given matrix A the value of the determinant, i.e.
A=detA=A

2) We transpose the given matrix A to obtain the matrix A.

3) For each element of the matrix 4, we calculate, row by row, the corresponding cofactors
or algebraic complements, i.e. subdeterminants, which we obtain by crossing out the
column and the row in which the element in question lies, and we take the plus and
minus signs as cofactors alternately, regardless of the sign of the element for which we
calculate the cofactor.

4) Inthe matrix A, we replace each element with the corresponding cofactor.

5) If we divide each member of the thus obtained matrix by A = det A, we will get the
required matrix A~1 inverse with respect to the given matrix A.

6) Let's do an experiment: it must be

AA Y = A7 = | = unit matrix =1
Example 2.22.

A square matrix is given

A=

a1 Q12 Qg3 1 2 3
a1 Az A3l =15 5 6
az; dszp dsz

Determine the inverse matrix A=1
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Solution:

1) WecountA=detA=A

1 1 1
A=15]5 —[5 +5g6
718 7 7 9

A=1(5-9-6-8)—-2(59-6-7)+3(5:8—-7"-5)
A = 1(45 — 48) — 2(45 — 42) + 3(40 — 35)
A=-3-6+15=6+0
The given matrix A is regular, so it has an inverse matrix A~1

2) We transpose the matrix A:

[d11 d21 A3y 1 5 7
AT =|a;; a azx|=|2 5 8
Q13 Q23 433 3 6 9
3) We calculate the cofactors for matrix A.
_|Q22 Q321 _ |5 8] _ 0.\ — AC A —
A= 2=+ o|=+G9-6-8)=45-48=-3
_ %2 Q32| |12 8| _ 5.0 _a.ay_ _ _ e
Ay, = |a13 a33|_ |3 9|_ (2:9-3-8) = —(18 — 24) = —(=6) = 6
_ %z Q22| _ |2 5| _ 5. oy _ _
,431_|a13 6123|_|3 6|_(2 6—3-5) =(12—15) = —3
_ |91 Q3 _ |5 7| _ .o c. — _ _
Ap==|gn == §=-6G9-67=-5-42=-3
% Q3 |11 7| _ 4.0 2.7\ —a _
A= =3 ol=a9-3-n=9-21=-12
_ |%1 Q21 _ |1 5| _ i a.eN— (e (o —
A==l =] JJ=-a6-35=-(6-15=-(-9=9
_ Q21 Q31| _ |5 7| _ . oy .
A =g g =2 gl=68-57=@0-35=5
%1 Gz 11 7 _ a0y — _(a._ A
Ay = |a12 a32|_ ) 8|_ (1-8—2-7)=—(8—14) = —(—6) = 6
%11 Q2 11 5] _ 4 e oy _
Ay =g o=, =@ s5-2-9=5-10=-5
4) We get it
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-3 6 -3
[—3 -12 9 ]
5 6 -5
5) We divide each element by 4 = detA = A = 6.

-3 6 =3
6 6 6
ar=|23 12 2
6 6 6
5 6 -5
L 6 6 6 -
We get:
__1 1 _1_
2 2
-1 3
AT = | — _2 -
2 2
5 1 -5
L 6 6 .
6) Let's do an experiment:
__1 1 _1_
1 2 3 _21 %
AAT=|5 5 6 - -2 5= The law of matrix multiplication
7 8 9 5 ) x
L 6 6 .
1 0 0
=10 1 0[=R=1
0 0 1
3.0 FORWARD SUBSTITATION
a11%1 =by
az1X1 + A% = b,

An1X1 + ApaXy + -+ AppXy = by

b
1) apyxy=by = x = a_l
1
(by—az1x1)
2) ar1X1 + Ay Xy = bz - Xy = =2 211, ° cad
22
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i i

i-1
(bi - E:j—l aijxj)
al'ij = bi - bi = al-jxj + a;ix; = X; =

=1 =1 i
Repeating the following fromi = 2ton
_ (b —XZiayx)
L Ajj
Provided that a;; # 0 foreveryi =1,2,...n.
3.2. Reverse substitution
ay1X1 + ay2xy + -+ aypx, = by
Xy + 4 AypXy = by
AnnXn = by

=p __n
ApnXn = Dy = X =

aTLTL

bn—l — Ap-1,nXn

An-1,n-1%Xn-1 + Qp_1nXn = bpoy = xp_1 =

An-1n-1
n n
n
—} —p (b = X} aixg)

ajjxj = by = QijXj + a;ixii = b; = x; = o
j=1 j=i+1 u

bn,

X, =
ann

Let the following repeat from i = (n — 1) to 1, with steps of -1 each.

(b; — Z?=i+1 a;jx;)

ai;

Example 3.2.1.
E;:2,00x; + 2,00x, + 3,00x5 + 3,00x, = 1,00
E,:2,00x; + 3,00x, + 3,00x5 + 2,00x, = 1,00
E5:5,00x; + 3,00x, + 7,00x3 + 9,00x, = 1,00
E,:3,00x; + 2,00x, + 4,00x5 + 7,00x, = 1,00

(EZ - 1)OOE1) - (EZ) ’ (ES - 2,50E1) - (E3) ) (E4 - 1,50E1) - (E4-) )
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E:2,00x; + 2,00x, + 3,00x3 + 3,00x, = 1,00

E,: 1,00x, —1,00x, = 0,00
E3: - 2,00x2 - 0,50x3 + 1,50x4_ = _1,50
E,: —1,00x, — 0,50x3 + 2,50x, = —0,50

(Es + 2,00E;) — (E3), (E4 +1,00E,) - (E,),
E;:2,00x; + 2,00x, + 3,00x5; + 3,00x, = 1,00

E,: 1,00x, —1,00x, = 0,00
E3: — 0,50x3 - 0,50x4 = _1,50
E4_: - 0,50x3 + 1,50x4 = _0,50

(Ex —1,00E3) — (E,)

E,:2,00x; + 2,00x, + 3,00x5 + 3,00x, = 1,00

E,: 1,00x, —1,00x, = 0,00
E3: — 0,50x3 - 0,50x4 = _1,50
E,: 2,00x, = 1,00

the rest can be solved by reverse substitution.

wWww.ijebssr.com

E,:2,00x; + 2,00x, + 3,00x5 + 3,00x, = 1,00

E,: 1,00x, —1,00x, = 0,00

Es: —0,50x5 — 0,50x, = —1,50

. 1,00
& X4 =500

E;:2,00x; + 2,00x, + 3,00x3 + 3,00x, = 1,00

E,: 1,00, —1,00- % = 0,00
1,00
Ey: = 0,50%; = 0,50 - 570 = =150
1,00
E,: X4 = 2.00
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E:2,00x; + 2,00x, + 3,00x3 + 3,00x, = 1,00

E,: 1,00x, — 0,50 = 0,00
Es: —0,50x5 — 0,25 = —1,50
. 1,00

4 X4 =500

E;:2,00x; + 2,00x, + 3,00x3 + 3,00x, = 1,00

E,: 1,00x, = 0,50
Es: —0,50x; = —1,25
E4_: Xq4 = 0,50

E{:2,00x; +2,00-0,50 + 3,00 2,50 + 3,00-0,50 = 1,00

E,: x, = 0,50
E;: x3 = 2,50
E,: x4 = 0,50
E;:2,00x; + 1,00 + 7,50 + 1,50 = 1,00

E,: x, = 0,50
Es: x; = 2,50
E,: x4 = 0,50
E;: 2,00x4 = 1,00 - 10,00
E,: x, = 0,50
E;: x3 = 2,50
E,: x4 = 0,50
E;: x; = —4,50

E,: x, = 0,50
E;: x3 = 2,50
E,: x4 = 0,50

Another way to solve a linear equivalent system is the Gaussian elimination method of
inverse substitution, which we explained earlier.

3.3. Gauss-Jordan Method
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The Gauss-Jordan method, which is a slightly different form of the Gaussian method, is a
frequently used method that is worth focusing on. In this method, the components above the
diagonal are also zeroed in between creating zeros below the diagonal. Therefore, there is no
need for reverse substitution, and the solution is obtained by dividing the vector remaining on
the right side after the elimination operations into the corresponding diagonal components on
the left. If it is formulated more mathematically, as in the equivalent Gauss elimination method,
it is used to eliminate xii from the equivalents E;, 1, Ei;5, ... ...., E,, as well as eliminating xi
from the equivalents E;, E,, ..... E;_4. It is used to do.

After the reduction process, the generalized matrix [A4, b] is reduced to.

1) (n+1) 1

g TR e
() (n+1)
Ay wen wonvenwenwenwen e e s Gy

(n—1) . nh1)

an_lln_l s an_1’n+1

)
o lpngq

™
Ay gy e o

Most of the time, when using the Gauss-Jordan method, the diagonal components are also set
to 1 during the reduction process. This makes it a coefficient matrix. When this is done, it
means that the right-side vector has been reduced to the solution vector. All the "pivoting"
process that will be explained later for Gauss can also be done for Gauss-Jordan.

Example 3.3.1.
E;:2,00x; + 2,00x, + 3,00x5 + 3,00x, = 1,00
E5:2,00x; + 3,00x, + 3,00x5; + 2,00x, = 1,00
E3:5,00x; + 3,00x, + 7,00x5 4+ 9,00x, = 1,00
E,:3,00x; + 2,00x, + 4,00x5; + 7,00x, = 1,00

2,00 2,00 3,00 3,00 : 1,00
2,00 3,00 3,00 2,00 : 1,00
500 3,00 7,00 9,00 : 1,00
3,00 2,00 400 7,00 : 1,00

(0,50E;) - (E1)

1,00 1,00 150 150 i 050] (g _ 2008 ()
200 3,00 300 200 i 100 200
500 3,00 700 9,00 i 100f =73 3
3,00 2,00 400 7,00 : 1,00 (Ea—3,00E) > (Ey)

1,00 1,00 150 150 i 050 1 (g 4 200E,) - (Ey)
0,00 1,00 000 —100 : 0,00 | Y00
0,00 —2,00 —0,50 1,50 : —1,50 4 1’00 2 4
0,00 —1,00 —050 250 : —050] (F1—100Ez) > (Ey)
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1,00 1,00 1,50 1,50 : 0,50
0,00 1,00 000 -1,00 : 0,00
0,00 0,00 -050 -050 : -1,50
0,00 0,00 -050 -1,50 : -0,50

1,00 1,00 1,50 1,50 S’ 0,50 (E4+0,50E2)_> (E4_)
000 100 000 —100 : 000 | T 7T Y
0.00 000 100 1,00 : 3.00 1~ LoOE; 1
0,00 0,00 —050 1,50 : —050| (F2—000E3) > (E2)

(—2,00E3) - (E3)

1,00 1,00 1,50 1,50 : 0,50
0,00 1,00 0,00 -1,00 : 0,00
0,00 0,00 1,00 1,00 : 3,00
0,00 0,00 0,00 200 : 1,00

1,00 1,00 150 150 : 0507 (g _1005,) - (5)
000 100 000 -100 : 0,00| (o0t )
000 000 1,00 1,00 : 3,00 2 + LOOE, 2
0,00 000 000 1,00 : 050 | (E1—1LO0Es) > (Ey)

Comparison of Gauss and Gauss-Jordan methods in terms of elementary operations gives the
following table. In the table, n is the number of unknowns.

(0,50E,) — (E4)

Method Addition-Subtraction Multiplication Sharing
Gauss nn—1)2n+5)/6 n(n—1)2n+5)/6 n(n+1)/2

Gauss-Jordan n(n—1)(n+1)/2 n(n—-1)(n+1)/2 nn+1)/2
4.0 LEADING PRINCIPAL SUBMATRICES

Definition 4.1. Substituting the matrix A; into its nxn inverse, where i = 1,2,...,n, the
necessary and sufficient conditions for the Gauss elimination method to be applied without the
necessity of row swapping are that all the first fundamental submatrices of the matrix A are

non-singular.
A1 == [all] == Agl) = detAl = detAg_l)

aqq a12]

A, = [
2 a1 Q2

detA, = detAgz)
1 0 a1 Qaq2 ) [ 0] all a12
det ([—m21 1] [a21 azz] a21 azz

detA, = detAgz) = agzz)detAl
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@ @ @
a11 a12 a13 a’ll alZ a13
3 2 2
Az = |Q21 Az Q3 —>A()= 0 agz) ag;
az1 dzz QAzs ®3)
0 a
33
a1 412 Qg3 5
—m21 Q1 Az Q3| = Ag )
—ms; —mgzq az; 043z 04s3

detA; = detAgg) aé? gzz)aﬁ) =a, )detA(z) = ag?detAz

detAy = detAg{) = gy S de tA(k V= a,(cl,?detAk_l

Example 4.2.
detd; =12|=2+0
_|12 2|_
detA2—|2 3|_2qeo
2 2 3 3 2 2 3
_12 3 3 2 detA; =12 3 3[=—-1+#0
A=l5 3 7 9|~ 5 3 7
3 2 4 7 2 2 3 3
_12 3 3 2|_ _
detA, = E 3 7 9 =detA=6+0
3 2 4 7

As | have seen, all the first fundamental submatrices of this matrix are non-singular. Here, the
necessary and sufficient conditions for the first basic sub-matrix to be non-singular are that the

ag) foreachi = 1,2,3...,n are non-zero. if a,({'fc) = 0 thendetd; =0

Definition 4.3: Let A nxn matrix. If inequality [a;| > X7 1|aU|occurs for every i =
1,2,3...,n, matrix A is called "strict diagonal dominant matrix".

Example 4.4:

4 -2 -1 0 laj:l =4>[-2|+|-1]+]0] =3
0 —6 3 —2|_lanl=-6>[01+[3]+[-1=5
1 0 5 -1 lass| =5> 1|+ 0| +|-1| =2
3 -2 -1 7 lasal =7 >3]+ -2+ -1 =6

A=

A is the exact diagonal dominant matrix.

Theorem 4.5: If matrix A is a strictly diagonal dominant matrix of kxk, then A,_, isa
strictly diagonal dominant matrix.

Proof 4.5:

Vi=123,....kfor|a;| > ¥_4|a;| the feature is valid.

*1
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k
Vi = 1,2,3, ,k — 1 for |aii| > Zlaul
i=1

= Aj_1 the exact diagonal is the dominant matrix
5.0 MATRIX FACTORIZATION

Theorem 5.1: Let's consider an nxn matrix A, all whose first principal submatrices are non-
singular. Matrix A, where L is a lower triangular matrix and U is an upper triangular matrix,
can be factored as A = LU, and there is only one way to do this.

ai1 Az 7 Gan ] X by
a21 a22 o aZTl 'XLZ _ bz
vt Oun| X bn

Am1  Am2
AX =b
A = L1U1 == L2U2

detL; = detL, = 1 where is detA = det U; = detU,, A non-singulardet U; = detU, # 0,
so there is Uy and U L.

In other words, U, and U, are also non-singular.
LU, = LU, = U, U5t = L7'L,
UU; =L, =1
U, = U,, L, = L, are obtained.

Then the factorization of A is unique, with U being an upper triangular matrix and L being a
lower triangular matrix.

6.0 DOOLITTLE METHOD

a1 Qaq2 t Qqp

[1 0 - 0] U, Upp o o Uln]
Ly . | ..

[l1 1

=11 ! 1
: : e 8 3;1 32 1 0“ ) . W }
cee a . . . . . .
an1 Gn2 nn L lyy ln,n+1 111 o o 0 Upp
By matrix-matrix multiplication

The first row of matrix L is completely known and has only one non-0 component. Let's
multiply the first row of the L matrix by all the columns of the U matrix.

alj == Ulj' ] == 1,2,3 v, n
Now let's multiply all the rows of matrix L starting from the second by the first column of U.

ap = lilUll ; i = 2,3, W, n
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I = i1 i

i1 — ]
U11

If we continue in a similar way, the second row of U and then the second column of L are

determined. Now let's try to generalize what we did. Let (k —1) rows of U and (k — 1)
columns of L be determined.

akj = lkmUm]+Ukj ]=k,k+1,,n
1

m=
Note that in the Y; operation, all [, are in the first (k — 1) column of each L matrix.

At the same time, Y all U,,; in the process are in the first (k — 1) row of the U matrix.
Therefore, their values are known. In other words, : all values and current in the process are
known.

k
Upj = ayj — Z bmUnj J=kk+1,..,n

-1
m=1

The matrix U has k rows.

This time, if we multiply all the rows after k of the L matrix with the k columns of the U matrix,
we get the following equation.

k
i = Z limUmk , i=k+ 1,...,71
m=1
k-1
(057% Z limUmk+likUkk' i = k+1,....,n

m=1

Y.all l;,,'s in the process are in the first (k — 1) column of the L matrix and therefore their
values are known. Y all U,,;'s in the process are in the first (k — 1) row of the U matrix and
therefore their values are known.

k-1

ll'k Ukk = Qi — Z limUmk , i=k + 1,...,7’1,
m=1
k-1
= lik = (al-k — Z limUmk)/Ukk , 1= k + 1, v, N
m=1

Example 6.1.
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6 2 1 -1 1 0 0 07[U;; Uiz Uz Ups
A= 2 4 1 0 |_ l,u 10 0 0 Uz Uz Uy
1 1 4 -1 I3, 30 1 0 0 0 U;zz Uz,
Ujp =6U;; =2,U;3=1U1,=~1
l,0U = 2,131U11 = 1, 144Uy = —1
L, = Ly = 1y = —
Tunt T un Y Uy
2 1 1 -1
lz1=g=§; l31=g'l41=?
(1 0 o0 0]
3 1 0 0 6 2 1 -1
L=l 1 U= 0 Uy Uz Uz
5 lz 1 0 0 0 Usz Uz
1 0 O 0 Uy
6 li las 1
Let's multiply the 2 rows of L by all the columns of U.
2 10
§ + U22 = 4 = U22 = ?
1 2
§+ U23 =1= U23 = g

1 1
_§+U24:0$U24:§

We multiply all the rows of L after 2 by the 2 columns of U.

2 10

g+?l32=1$l32=§

2 10 1
(-5)*Fha=0=ta=15

If 3 rows of L are multiplied by the columns of U starting from 3;

1 1 2 37
gl+§§+U33=4‘$U33=_10
1 11 9
g'(—1)+§'§+U34:—1=>U33:—E

To determine the last row of L, we multiply the last row of L by the 3rd and 4th columns of U.

www.ijebssr.com Copyright © IJEBSSR 2024, All right reserved Page 83



http://www.ijebssr.com/

International Journal of Economics, Business and Social Science Research

Volume: 02, Issue: 04 July - August 2024

L9,

Theorem 6.2. Let A be a matrix of 1 and all its first principal submatrices are non-singular, L
is a lower triangular matrix, V is an upper triangular matrix, and D is a diagonal matrix. Since
A = LDV, it can be factored and there is only one way to do this.

Proof: There is only one way to do this: L is lower triangular, U is upper triangular matrices,
and A=LU is their multiplicative separation.

The diagonal elements of matrix D are the same as the diagonal elements of matrix U.

_1 0
[U11 U /U11
1
Uz, l =D 1= /Uzz

Unn 0 1 /U

nn-

= V = DU, Therefore, V becomes an upper triangular matrix.
This means A = LDV.

What needs to be done to define the proof is to show uniqueness. Let A = L;D,V; and A =
L,D,V,, let U = D,V;, U = D,V,. Both U; and U, are upper triangular matrices. L; and L,
matrices are lower triangular matrices. From the previous theorem, the necessity and necessity
of L, = L, and U; = U, emerge.

This means D, V; = D,V,.
D;D, =V, = D;iD, =1 =1,V 1
Dy =D,andV; =V,
7.0 CROUT METHOD

a1 Az 7 Qan [lll 0 0 ][1 Urz Uln]

i @y Qo i b2 0 - 0 ||0 1 Uznl
A=|"20 TR =l L bz ™ Pl - o
: : : 01]: : oo

a a cee a l . . Jl. . . * . J
ni n2 nn Ly Ly = o [ | D -« 0 1

A=LU

The first column of matrix U is completely known and has only one non-0 component. If we
multiply all rows of matrix L by the first column of U; a;; = [;; ; We obtain the equality i =
1,2,..n.

Therefore, the first column of L is determined. Now, let's multiply the first row of matrix L and
the columns after the first of matrix U.
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alj == lllUlj' ] = 2,3, R
Uyj = alj/l11 , J =2,3,...,nthe first line of U becomes clear.

If we continue in a similar way, 2 columns of L are determined, and then 2 rows of U are
determined. If we generalize:

Let the first (k — 1) column of L and the first (k — 1) row of U be determined. Let's multiply
all the rows of the L matrix starting from k with the k columns of the U matrix.

k
aix = Z limUmk , i = k, v, n

m=1
k-1 k-1
Ak = limUmi + LixUkie = Z LimUmik + Lik
m=1 m=1

The l;,,,'s inthe ¥ operation are from the first (k — 1) column of the L matrix. Therefore, their
values are known. Umk is from the first (k — 1) row of the U matrix and therefore its values
appear. Therefore, the k columns of the L matrix are determined. This time, if the k rows of the
L matrix are multiplied by the k columns of the U matrix.

k
akj = z lkmUmj , ]=k+1,,n
m=1

k-1

m=1

The [,k's in the ), operation are from the first (k — 1) column of the L matrix and therefore
their values are known. Umj's are from the first (k — 1) row of the U matrix and therefore their
values are known. At the same time, the [, # 0 value was determined in the previous step.

k-1
Uk] = (ak] —_ Z lkmUmj)/lkk ) ] = k + 1, e, n
m=1

and the k rows of the U matrix have been determined.

Example 7.1.
6 2 1 -1 liy 0 0 011 Uy Uz Uy
2 4 1 0f_|lart La 0 0 [|0 1 Uy Up
-1 0 -1 3 lyy Lz lLs lLadlo 0 0 1

First, let's multiply the rows of L by the first column of U.
111 = 6,121 = 2,[31 = 1,[4_1 ='1
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Let's multiply the first row of L by the other columns of U.
11U, = 2,111Us3 = 1,131Up, = -1

U 2 Uiz = ! Uiy = !
12 lll » Y13 l11 » Y14 111
2 1 1 1
Uiz :g:§:U13 :g:U14:—g
Let's multiply all the rows of L starting from 2 by the 2 columns of U.
10
Lo = G35 = 11U = Uy = 3
2
l3g = a3y = l31U1 = I3 = 3
1
L = a42 = 14Uy = Uy = 3
Now let's multiply the 2 rows of L by the 2 columns of U.
1
31Uz + 155Uz = a3 = Upz = ©
1
L1Usy + 132Uz = a4 = Uy = 10
Continuing, if we multiply all the rows of L starting from 3 by the 3 columns of U.
37
l3z = azz — (31U13 + l32Uz3) = I3z = 10
9
liz = ay3 — (L4 Uss + 4oUzz) = lyz = 10

Now, if we multiply the 3 rows of L with the columns after 3 of U, that is, 4 columns, we get.

_ laza—(l131U14+132U34)] _ 9
Uz, = = Uz, = ~3

l33 '

4 rows of L have [,, elements.

191
lag = agq — (L4 Uss + LoUspy + 143U34) = Ly = L7
6 0 0 0 1 1 -1
2 4 1 0]_ N 0 1 s Y/
1 1 4 4| |1 43 /10 O -9
10 -1 3 |4 4] g, 101 |0 0 1 T3

www.ijebssr.com Copyright © IJEBSSR 2024, All right reserved Page 86



http://www.ijebssr.com/

International Journal of Economics, Business and Social Science Research

Volume: 02, Issue: 04 July - August 2024

Theorem 7.2.: Let A be a nxn symmetric matrix. If it can be factored as A = LDLT, where L
is a lower triangular matrix and D is a diagonal matrix, the necessary and sufficient conditions
for A to be positive definite are that all diagonal components of D are positive.

Algorithm of subtraction of LDLT
i) Dimension n is obtained.
ii) All components of matrix A are obtained.
iii) Repeat the following from i = 1 ton
1)d; = ay; — Xi2h fedk
2) Repeat the following from j = (i + 1) ton

i = (aj; — 2 Ureluedi) /d;

Example 7.3.
4 -1 1
A=|-1 4,25 2,75]
1 2,75 350
i=1
dl = all = 4 )

l21 = a21/d1 = l21 = —1/4 = —0,25,
l31 = a31/d1 = l21 = 1/4_ == 0,25

i=2

dz = a22 - l%ldl = dz = 4‘,25 - (_0,25)2 4= dz =4

l21 = a21/d1 = l21 = — 1/4 = —0,25

sy — lz1ly1d 2,75 — (0,25)(—0,25) - 4 3
132 — [ 32 d31 21 1] = l32 — [ ( 4)( ) ] N 132 — Z — 0’75
2

i=3

d3 = dz3z — [lgldl + l%zdz] = d3 = 3,5 - [(0,25)2 -4 — (0,75)2 - 4‘] = d3 =1

4 0 O 1 0 o0
0 4 O], L:[—O,ZS 1 0]

0 0 1 025 075 1

D =

Example 7.4.
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4 -1 0
A=1-1 2 -1
0o -1 2
i=1
d1:a11:4,

l21 = a21/d1 = l21 = — 1/4 = —0,25 ’

i=2

d2 = a22 - l%ldl = dz = 2 - (_0,25)2 - 4 = d2 = 1,75

_ las; — l31151d4] _ [-1-0]
=——>=1

iy = . = lay =7 32 = —= = —0,5714286

i=3

4
d3=a33_[l?2)1d1+l d2]$d3—2_[0+ :|=>d3—2—7=>d3—14‘3

49 1
8.0 CHOLES METHOD

a1 Az 7 Qn g1 O o 07[911 912 = Yin

A= az1 Gz *° Qa2n _| 921 922 - 0110 a,, o Qgp

An1 QAnz 7 Ann In1 Ynz 7 Ynnll0 O " Ynn
A=GGT

A is symmetric and can be factored as G = G7

1) Let's multiply all the rows of G by the first column of GT.
al'l == gilgll ,i == 1,2, e, n
i=1 ay=g52a,= V911

. a;,
i>1 gy =—
' 911

2) Let's multiply all the rows of G starting from 2 by the second column of GT.

iz = gi1921 T 9i2922

i=2 Ay =951 +95 2 922 =22 — 951
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Az — 9i1921
922
3) Let the first j — 1 column of G be determined. Let's multiply all the rows of G starting
from j with the j column of G7.

[>2 gip=

j
aij = Zgikgjk i=jj+1,..,n
k=1

L. _vJ 2 _vJ-1 2 2 _ _yJj-1 2
L=Jaj; =Yy Gjk = j = X1 9k T 955 = 9jj = \/a,-,- =19k

j-1

i>j gij — ij Zk_lglkg]k
9jj
Example 8.1.
4 -1 1
A=|-1 4,25 2,75] =GGT
1 2,75 3,50
i=1= a11=gf1:>a11=\/g11 :>a11=\/1=>a11=2
. a1
i>1 gy =—
di1 Ii1
a, 1 asq 1
= — :——:—0,5, = — :—:0’5
921 It 921 > 931 J11 I31 >

i =2 Gy =031+95 = gz = v ‘122_9%1 =922 = \/4»25 —(=0,5)% = g,, =

Va4 =2
a. —_— .
i>2 gp= i2 — Y1921
922
as; — 931921 2,75-0,5-(=0,5) 3
32 =——————— =032 = = g32 = = 1,50
922 2 2

i=3=9gs3 = Ja33 — (951 1+ 952) = 933 = \/3'50 — (0,502 +1,50%) = g33 = Vi1
=1
9.0 DISCUSSION AND CONCLUSIONS
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The purpose of this paper is to show the details of matrix algebra, matrix factorization,
definitions of upper and lower triangular matrices with several methods such as Doolittle
method, Crout method, Choles method and examples of their application.

From the above, we tried to bring the examples closer to the smallest detail. To show examples
that can be applied by doing these methods. It is hoped that this part of the chapter will continue
and be useful to all those who want to know more about matrices and the method of solving
them...
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